
Chapter 5, FPP

The Normal Model
An Approximate Histogram for Many Data Sets



Data Reduction
huge list of numbers

histograms  
(bins and densities within those bins)

average and SD

-0.39, -0.6, -0.17, -0.45, -0.19, -0.29, -0.49, -0.35, -0.51, -0.19, -0.44, -0.26, -0.38, -0.49, -0.31, -0.58, -0.43, 
-0.23, -0.37, -0.29, -0.38, -0.24, -0.47, -0.45, -0.4, -0.18, -0.53, -0.3, -0.37, -0.36, -0.52, -0.3, -0.28, -0.56, -0.3, 
-0.58, -0.39, -0.37, -0.19, -0.35, -0.66, -0.38, -0.47, -0.4, -0.34, -0.68, -0.4, -0.45, -0.28, -0.28, -0.38, -0.43, 
-0.34, -0.24, -0.36, -0.42, -0.4, -0.33, -0.42, -0.44, -0.4, -0.48, -0.4, -0.22, -0.33, -0.26, -0.16, -0.38, NA, -0.56, 
-0.3, -0.47, -0.27, -0.36, -0.35, -0.28, -0.2, -0.41, -0.23, -0.32, -0.18, -0.24, -0.46, -0.32, -0.57, -0.49, -0.54, 
-0.62, -0.48, -0.49, -0.6, -0.43, -0.27, -0.24, -0.26, -0.38, -0.49, -0.34, -0.42, -0.11, -0.38, -0.45, -0.3, -0.47, 
-0.34, -0.54, -0.26, -0.42, -0.35, -0.33, -0.48, -0.28, -0.31, -0.47, -0.29, -0.54, -0.39, -0.41, -0.45, -0.48, -0.31, 
-0.34, -0.26, -0.42, -0.31, -0.29, -0.26, -0.52, -0.45, -0.24, -0.3, -0.35, -0.28, -0.26, -0.28, -0.4, -0.4, -0.43, 
-0.62, -0.15, -0.3, -0.27, -0.2, -0.37, -0.52, -0.33, -0.4, -0.6, -0.35, -0.61, -0.42, -0.38, -0.49, -0.24, -0.29, -0.62, 
-0.22, -0.36, -0.23, -0.24, -0.31, -0.41, -0.54, -0.51, -0.55, -0.39, -0.41, -0.34, -0.4, -0.47, -0.26, -0.38, -0.35, 
-0.4, -0.58, -0.43, -0.59, -0.43, -0.18, -0.39, -0.43, -0.36, -0.4, -0.46, -0.13, -0.47, -0.31, -0.49, -0.31, -0.33, 
-0.38, -0.39, -0.46, -0.16, -0.4, -0.44, -0.23, -0.4, -0.4, -0.31, -0.38, -0.44, -0.4, -0.39, -0.82, -0.4, -0.46, -0.48, 
-0.41, -0.31, -0.39, -0.38, -0.2, -0.17, -0.35, -0.45, -0.36, -0.31, -0.69, -0.33, -0.4, -0.28, -0.28, -0.53, -0.54, 
-0.26

avg = -0.38

SD = 0.12 How much 

have
 


we lo
st?



Why are the average and SD 
an effective summary?



“This histogram follows the normal curve.”

“The values are about ________, give or take ________ or so.”
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If the variable roughly follows the normal curve (or is 
“bell-shaped”), then we have the following two rules:

1. About 68% of the data (i.e., “most”) fall within 1 SD of the average.


2. About 95% of the data (i.e., “almost all”) fall within 2 SDs of the average.

The Empirical Rule





The Normal Approximation



1. Draw a picture.


2. Convert to standard units.


3. Use the rules.



Using a Normal Approximation 
To do a normal approximation, follow these steps:


1. Draw a picture. This is really important. If you can draw the correct picture, it’s really 
easy to find the correct approximation. 

A. Draw the normal curve.


B. Label the points of interest. I find it helpful to label the average as well.


C. Shade the area of interest.


2. Convert the points of interest to z-scores or “standard units.” I like to add the z-scores in 
parentheses underneath the points of interest. 

3. Use the Rules of the Normal Curve. 

A. The normal table gives the area between -z and z. See FPP A-104 or the appendix in these 
notes. Usually start here.


B. The area under the entire curve is 100%.


C. The curve is symmetric, so that the area above a particular value z equals the area below 
the value -z.

z-score =
value − average

SD







Draw a Picture
Step 1



Convert to SUs
Step 2

Hint: (0.56 - 0.49)/0.15 = 0.47

z-score =
value − average

SD



Use Rules!
Step 3

There’s 35% in the middle (orange). 

Then there’s 100% - 35% = 65% left in both tails together (green plus grey). 

Then there’s 65%/2 = 33% in the right tail (green). That’s the area we wanted.



Let’s Try Nancy Pelosi


